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Overview
● The demand for computer resources for LHC and neutrino experiments is going to surge 

after planned upgrades.

● We developed the Services for Optimized Network Inference on Coprocessors (SONIC) 

framework 
○ Use hardware accelerators (GPU, FPGA etc.) to perform machine learning inferences.
○ Provide a uniform machine learning inference interface to the client
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The Models
Fast Calorimeter Learning (FACILE): reconstruct 

the energy deposited by particles in the hadron 

calorimeter (HCAL) of the CMS experiment. (2000 

parameters)

DeepCalo: electron energy regression for the 

ATLAS detector. (1.8 million parameters)

Top Quark Tagging: identify events containing top 

quarks. (23 million parameters)

Neutrino classification: identify track and particle 

shower hits for ProtoDune single phase 

apparatus. (12 million parameters)



Benchmarking

AWS FPGA, ResNet-50 (8 bit fixed point) GCP Triton, ResNet-50



Benchmarking

GCP Triton, Neutrino classification



Q&A

Thanks!


