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Background

Transformer on GPU can't handle low-latency applications
➢ Representation Learning for Neural 

Population Activity[1]

Challenge & Contribution

➢ Improved Flash Attention[2] algorithm in stream-based architecture on 
FPGA

➢ Estimating the number of BRAMs in hls4ml and formulating the problem, 
adopting simulated annealing to find better solution.

Algorithm Optimizations
Experiments

➢ FPGA board : AMD Xilinx Virtex Ultrascale+ U55C

➢ Development platform : Vitis HLS 2023.2

Impact of tile size

Boost performance and save memory footprint with various 

buffers
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Stream-based Architecture

➢ Real-time Image Classification

Challenges

➢ Gravitational Wave Anomaly Detection ➢ B-tagging Detection

➢ Large memory footprint of fully on-chip design

➢ Hard to determine mixed-precision scheme due to large search space

Contributions

Standard attention Flash attention

➢ Saved memory footprint of attention and improved latency of Softmax 

➢ Overall latency for single batch = T * (number of transformer layer +1)

T

BRAM-aware Quantization

➢ Formula :

➢ BRAM estimation 

➢ Cost function of multi-objective optimization

➢ The more BRAM used, the worse the timing closure. A larger penalty is 
needed to reduce BRAM usage.

➢ Users can adjust the alpha value based on different applications to give 
more weight to accuracy.

Impact of alpha and temperature range

➢ Larger tile size need higher 
bandwidth of RAM

➢ Higher tile size can improve power 
efficiency
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