
▪ The decoder model is used to transform neural 
activity to a representation of brain state

▪ We deploy LFADS to decode raw neural data and 
model neural dynamics

LFADS Architecture [3]
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▪ Brain-Computer Interfaces (BCIs) have greatly 
advanced neuroscience over the past decade[1]

▪ For real-time studies, BCIs must operate within a  
latency constraint to respond to neural activity
a) Action potentials occur on the order of 

milliseconds
b) Data transmission and brain signal decoding 

impose large latencies
c) Spatial and temporal resolution of neural 

recordings are rising with novel technologies, 
further increasing data processing latency 

▪ Aim: 
Reduce brain signal processing (i.e. decoding, 
state estimation, etc.) latency to within constrains 
using hardware acceleration with FPGAs

System Design
▪ FPGA acceleration enables sub-

millisecond inference with LFADS, a 
speedup of 1650x, 118x versus a CPU, GPU

▪ Hardware resources are not fully utilized, 
can support additional compute still (i.e 
larger models, additional postprocessing)

▪ Hardware accelerated Closed-Loop BCI:

▪ The system is functionally described by three subsystems:
1. Data Acquisition with Neuropixels probes sampling from 384 channels 

at 30KHz
2. Accelerated Signal Decoding on the FPGA using a quantized LFADS 

architecture to produce brain state estimations
a) Each batch contains 20ms of spiking data across 384 channels to 

produce a set of latent factors representing brain state
3. Optogenetic Stimulation using a laser targeting light-sensitive neurons 

local to the brain site under study
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The system achieves an 
action latency of 9.351ms, 
enabling experiments to 
respond to neural 
dynamics in real-time and 
identify the effects of 
system perturbations

▪ Our co-designed system serves as a silicon 
testbed for future real-time experiments

a) Extending compatibility to various 
recording modalities (e.g., EEG)

b) Exploring advanced neural decoder 
models (e.g., transformer architectures)

c) Investigating neuroplasticity[2]
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