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Abstract—We propose a novel approach for unsupervised
extractive summarization. Our approach builds a semantic graph
for the document to be summarized. Summary extraction is then
formulated as optimizing submodular functions defined on the
semantic graph. The optimization is theoretically guaranteed
to be near-optimal under the framework of submodularity.
Extensive experiments on the ICSI meeting summarization task
on both human transcripts and automatic speech recognition
(ASR) outputs show that the graph-based submodular selection
approach consistently outperforms the maximum marginal rele-
vance (MMR) approach, a concept-based approach using integer
linear programming (ILP), and a recursive graph-based ranking
algorithm using Google’s PageRank.

I. INTRODUCTION

Extractive summarization selects salient sentences from
original documents and presents them as a summary. Find-
ing the optimal summary can be viewed as a combinatorial
optimization problem which is NP-hard to solve [1]. One of
the standard methods for this problem is called Maximum
Marginal Relevance (MMR) [2][3], where a greedy algorithm
selects the most relevant sentences, and at the same time
avoids redundancy by removing sentences that are too similar
to already selected ones. One major problem of MMR is
that it is non-optimal because the decision is made based
on the scores at the current iteration. In [1], McDonald
proposed to replace the greedy search of MMR with a globally
optimal formulation, where the basic MMR framework can be
expressed as a knapsack packing problem, and an integer linear
program (ILP) solver can be used to maximize the resulting
objective function. However, ILP is itself an approximation
to the original combinatorial problem and often a theoretical
approximation guarantee of any form does not exist.

In this paper, we introduce a graph-based submodular selec-
tion approach with theoretical constant-factor approximation
guarantees. An undirected weighted graph is built for the
document to be summarized. In the graph, vertices represent
the candidate sentences and edge weights represent the simi-
larity between sentences. The summary extraction procedure
is done by maximizing a submodular set function defined on
the graph under the constraint that only a certain number
of sentences (the budget) can be selected (Sec. III). Under
the framework of submodularity, the simple greedy algorithm

has good constant approximation guarantees (Sec. II). When
optimizing the worst-case over multiple submodular functions,
we moreover utilize the recently developed SATURATE algo-
rithm [4] which provides theoretical guarantees in this case.
Extensive experiments on the ICSI meeting summarization
task (Sec. V) show that our new approach outperforms MMR,
a concept-based approach using integer linear programming
(ILP) [5], and a recursive graph-based ranking algorithm using
Google’s PageRank [6].

II. BACKGROUND

A. Submodularity

Consider a set function f : 2V → R, which maps subsets
S ⊆ V of a finite set V to real numbers. f(·) is called
submodular [7] if for any S, T ⊆ V ,

f(S ∪ T ) + f(S ∩ T ) ≤ f(S) + f(T ). (1)

In the task of extractive summarization, V is the set of all
sentences in the document, S is the extracted summary (a
subset of V ), and the function f(·) scores the quality of the
summary.

Submodularity is the discrete analog of convexity [7].
As convexity makes continuous functions more amenable to
optimization, submodularity plays an essential role in combi-
natorial optimization. Submodular functions appear in diverse
settings including graph cut [8], set covering [9], facility
location [10], game theory [11] and sensor placement [4]
problems.

An equivalent condition for submodularity is the property
of diminishing returns. That is for any R ⊆ S ⊆ V and s ∈ V ,

f(S ∪ {s})− f(S) ≤ f(R ∪ {s})− f(R). (2)

Intuitively, this means that the “value” of adding element s
to a set never increases as the set gets larger. The canonical
example is an urn with colored balls, where the value of the
urn is the number of different colors.

B. Submodular Selection

Within the framework of submodularity, some problems that
are usually NP-complete can be solved optimally or near-
optimally in polynomial time. It has been shown that any



submodular function can be minimized in polynomial time
[12][13], a property which has been exploited recently in
the machine learning community [14][15]. Maximization of
submodular functions, however, is an NP-complete optimiza-
tion problem. Fortunately, maximization of a monotone sub-
modular function under a cardinality constraint can be solved
near optimally using a greedy algorithm, which motivates our
submodular selection approach herein.

In particular, we are interested in the following constrained
maximization problem: we want to select a good subset S
of the whole set V that maximizes some objective function,
given the constraint that the size of S is no larger than K (our
budget). Such selection problems arise in many applications.
For instance, in active learning, we wish to acquire labels
only for the most informative subset of the unlabeled data
(which is usually abundant) given limited budget and/or time
for labeling. In extractive summarization, the problem is to find
a subset S (sentences) that is most representative of the whole
set V (document), given the constraint that |S| ≤ K, i.e. only
a small number of sentences can be used in the summary, or
the summary should achieve a certain word compression rate.

We formally state the selection problem as follows:

max
S⊆V
{f(S) : |S| ≤ K}. (3)

While NP hard, this problem can be approximately solved
when f(·) is submodular using a simple greedy forward-
selection algorithm. The algorithm starts with S = ∅, and
iteratively adds the element s∗ ∈ V \S that yields the greatest
increment of the objective function value:

s∗ ∈ argmaxs∈V \S f(S ∪ {s})− f(S). (4)

This repeats until either |S| = K or no further increment
occurs.

When f(·) is non-decreasing, normalized, and submodular,
this simple greedy algorithm performs near-optimally, i.e.:

Theorem 1. Nemhauser et al. 1978 [16]. If submodular func-
tion f(·) satisfies: i) non-decreasing: for all S1 ⊆ S2 ⊆ V ,
f(S1) ≤ f(S2); ii) normalized: f(∅) = 0, then the set S∗G
obtained by the greedy algorithm is no worse than a constant
fraction (1− 1/e) away from the optimal value:

f(S∗G) ≥ (1− 1/e) max
S⊆V :|S|≤K

f(S). (5)

The greedy algorithm, moreover, is likely to be the best we
can do in polynomial time, unless P = NP .

Theorem 2. Feige 1998 [9] Unless P=NP, there is no
polynomial-time algorithm that guarantees a solution S∗ with

f(S∗) ≥ (1− 1/e+ ε) max
S⊆V :|S|≤K

f(S), ε > 0. (6)

III. GRAPH-BASED SUBMODULAR SELECTION

As mentioned above, extractive summarization can be cast
as a subset selection problem. Suppose we have a set of
sentences V = {1, 2, ..., N}, where certain sentences pairs
(i, j) are similar and the similarity of i and j is measured

by a non-negative value wi,j . We can represent the whole
document using a weighted graph G = (V,E), with non-
negative weights wi,j associated with each edge (i, j). Extrac-
tive summarization then finds a subset S that best represents
the entire set V . To leverage submodularity, we introduce
several submodular set functions, each of which measures how
“representative” S is of the entire set V .

A. Common Submodular Set Functions

Two well-known submodular functions can be used to
measure the representativeness of S to the entire set V . The
first one is the uncapacitated facility location function [10]:

ffacility(S) =
∑
i∈V

max
j∈S

wi,j . (7)

This measures the similarity of S to the whole set V . We can
also measure the similarity of S to the remainder, i.e., the
graph cut function:

fcut(S) =
∑

i∈V \S

∑
j∈S

wi,j . (8)

B. Worst-case Objective function

For i ∈ V , the function

gi(S) = max
j∈S

wi,j (9)

measures the similarity of sentence i to the selected (summary)
set S. Actually, ffacility(S) =

∑
i gi(S) can be viewed as an

average of the similarities of all the sentences in the document
to the summary. In some cases, i.e., when the weights of the
graph are noisy, optimizing the average may be inadequate (as
we see in our experiments). As an extreme example, consider
a document where all the sentences are highly related to each
other, except only one of them is about a somewhat different
but important topic. Obviously, the ideal summary for this
document should also contain this sentence. Optimizing the
average, however, is unlikely to include this sentence in the
final summary. This can be resolved if we optimize the worst
rather than the average case, motivating our next objective
function where we maximize the similarity of the least similar
sentence to the summary:

fworst(S) = min
i∈V

gi(S) = min
i∈V

max
j∈S

wi,j . (10)

Note that gi(S) is submodular for all i (see Sec. VI).
However, fworst is not necessarily submodular. Fortunately,
recent development in robust submodular selection [4] enables
us to approximately solve the maximization of fworst with
strong theoretical approximation guarantees. See the algorithm
section (Sec. III-D) for details.

C. Penalty of redundancy

A high quality summary should not only be informative but
also compact. Typically, this goal is expressed as a combina-
tion of maximizing the information coverage and minimizing
the redundancy. Here, we propose the following objective by



combining a penalty term −
∑

i∈S

∑
j∈S,j 6=i wi,j with the

graph cut function:

fpenalty =
∑

i∈V \S

∑
j∈S

wi,j − λ
∑

i,j∈S:i 6=j

wi,j , λ ≥ 0. (11)

This function is still submodular (see Sec. VI). In MMR
[3], a similar approach is used, where the algorithm greedily
selects sentences that are most similar to the remainder of the
document but least similar to the already selected sentences.
Our method differs from MMR in that it is graph-based and
under a submodular framework. As shown in Sec. V, our
approach consistently and significantly outperforms MMR.

D. Algorithms

All the objective functions except fworst(·) are normalized
submodular set functions. In order to benefit from Theorem 1,
the objective function should also be nondecreasing. Obvi-
ously, the facility location objective function is nondecreasing
since wi,j ≥ 0. For the graph cut objective, the increment of
adding k into S is

fcut(S ∪ {k})− fcut(S) =
∑

i∈V \S

wi,k −
∑

j∈S∪{k}

wk,j ,

which is not always nonnegative. Fortunately, the proof of
Theorem 1 does not use the monotone property for all possible
sets [16][17, page 58]. fcut can also respect the conditions
for Theorem 1 if |S| � |V |, which is usually the case in
summarization where the extracted summary is usually much
smaller than the entire document. Similarly, fpenalty can also
be non-decreasing in the early stage of selection if λ is not
too large (in our experiments, the working values of λ always
lie in [0, 2]).

Hence for ffacility, fcut and fpenalty, we use greedy al-
gorithms to solve the extractive summarization problem effi-
ciently and near-optimally. The greedy algorithm for ffacility

is described in Algorithm 1, where ρi = maxj∈S wi,j is used
to speed up the algorithm. The algorithms for fcut and fpenalty

are similar to Algorithm 1 and are thus omitted.

Algorithm 1 Greedy algorithm for ffacility

1: Input: G = (V,E) with weights wi,j on edge (i, j); K:
the number of sentences to be selected

2: Initialization: S = ∅, ρi = 0, i = 1, ..., N where N = |V |
3: while |S| ≤ K do
4: k∗ = arg maxk∈V \S

∑
i∈V,(i,k)∈E (max {ρi, wi,k} − ρi)

5: S = S ∪ {k∗}
6: for all i ∈ V do
7: ρi = max {ρi, wi,k∗}
8: end for
9: end while

fworst, although not submodular, is a minimization over a
set of monotone submodular functions and can be optimized
using the SATURATE algorithm introduced in [4]. SATURATE
is an efficient algorithm for the robust submodular observation

selection problem which guarantees solutions to be at least as
informative as the optimal solution, at only a slightly higher
cost. Basically, the algorithm maintains an upper bound for
the problem as well as a lower bound for a relaxed version
of the original problem. It successively improves the upper
and lower bounds using a binary search procedure. We give
the SATURATE algorithm for fworst in Algorithm 2 and
refer readers to [4] for additional details and its theoretical
guarantees.

Algorithm 2 SATURATE algorithm for fworst

1: Input: G = (V,E) with weights wi,j on edge (i, j); K:
the number of sentences to be selected

2: Initialization:cmin = 0, cmax = mini∈V maxi∈V wi,j ,
S∗ = ∅, N = |V |,α = 1.1

3: while cmax − cmin >
1
N do

4: c = (cmax − cmin)/2; S = ∅
5: Define f̄c(S) = 1

N

∑
i∈V min{maxj∈S wi,j , c}

6: while f̄c(S) < c do
7: S = S ∪ {arg maxk∈V \S f̄c(S ∪ {k})− f̄c(S)}
8: end while
9: if |S| > αK then

10: cmax = c
11: else
12: cmin = c, S∗ = S
13: end if
14: end while

IV. RELATED WORK

Several graph-based methods have been proposed for ex-
tractive summarization previously. Erkan and Radev [18] intro-
duced a stochastic graph-based method, LexRank, for comput-
ing the relative importance of textual units for multi-document
summarization. In LexRank the importance of sentences is
computed based on the concept of eigenvector centrality in
the graph representation of sentences. Mihalcea and Tarau
also proposed an eigenvector centrality algorithm on weighted
graphs for document summarization [19]. Mihalcea et al.
later applied Google’s PageRank [20] to natural language
processing tasks ranging from automatic keyphrase extraction
and word sense disambiguation, to extractive summarization
[6][21]. Graph-based ranking algorithms, such as PageRank,
can be applied to natural language processing applications
by building lexical or semantic graphs extracted from the
documents to be processed. In [21], PageRank was adopted
to incorporate edge weights, and the power P (i) (importance)
of a sentence i was iteratively computed as

P (i) = (1−d)+d×
∑

j∈Parent(i)

wj,i
P (j)∑

k∈Child(j) wk,j
. (12)

where d is a parameter usually set between 0 and 1. A sum-
mary is then extracted based on the ranking of the sentences.
We implemented and compared the PageRank-based algorithm
to our approach in the experiments (Sec. V).



Submodularity has already been successfully used in ma-
chine learning as well as in speech and language processing.
Narasimhan and Bilmes have shown how submodularity can
help structure learning for graphical models [14] and clustering
of words in language models [15]. Krause et al. explored
robust submodular observation selection for sensor placement
[17]. Our recent work [22] also introduced a submodular
framework for active learning in automatic speech recognition.

V. EXPERIMENTS

A. Experimental setup

We evaluated our approach on the ICSI meeting corpus [23].
There are 75 meeting recordings in this corpus. Each meeting
is about one hour long and has multiple speakers. Since
we focus on unsupervised meeting summarization, only the
development set and the test set were used in the evaluation,
both of which consist of 6 meetings as used in [24] and [25].

Both human transcripts and automatic speech recognition
(ASR) outputs are available for this corpus, where the ASR
output is obtained from the state-of-the-art SRI conversational
telephone speech system [26], having an overall word error
rate of about 38.2%. Three reference summaries from different
annotators for each meeting were used for the test set, while
for the development set, only one reference summary was
used. The lengths of the reference summaries are not fixed
and vary across annotators and meetings. The average word
compression ratio of the reference summaries is 14.3% with
a mean deviation 2.9%. In our experiments, all methods were
evaluated when extracting summaries with word compression
ratios varying from 13% to 17%.

ROUGE [27], which is widely used in the study of speech
summarization [24][28][29], was used to evaluate summariza-
tion performance in our experiments. To be consistent with
previous work, we provide ROUGE-1 (unigram) F-measure
results for all experiments.

B. Semantic graphs

We built semantic graphs for each meeting recording in the
development and test sets, on both human transcripts and ASR
outputs. Two methods were used.

The first method is based on cosine similarity, where the
cosine similarity between two sentences Di and Dj is:

wi,j = sim(Di, Dj) =
∑

k tiktjk√∑
k t

2
ik ×

√∑
k t

2
jk

, (13)

where tik is the TF-IDF (term frequency, inverse document
frequency) weight for word Wk in sentence Di. Here the IDF
values were calculated using transcripts of 75 meetings. For
both human transcripts and ASR outputs, we split each of
the 75 meetings into multiple topics based on manual topic
segment annotations, and then used these new “documents”
to calculate the IDF values. The weighted graph was built by
connecting vertices (corresponding to sentences) with weight
wi,j > 0. Any unconnected vertex was removed from the
graph — removing vertices from the graph is equivalent to pre-
excluding certain sentences from the summary. On average,

about 99% of the sentences are preserved in the graph for
all meeting recordings on both human transcripts and ASR
outputs.

The second method we used is based on the ROUGE score
itself. Words with low TF-IDF weights (stop words) were
initially removed from the sentences, and then the ROUGE-1
F-measure scores between each stop-word-removed sentences
were used as the similarity measure. The removal of stop
words resulted in many “empty” sentences. These empty
sentences always had zero connections in the graph, and thus
were pre-excluded from the final summary, yielding sparse
final graphs. On human transcripts, the graph preserves only
45% of the sentences while 40% are preserved in the graph
for ASR outputs.

C. Comparison to other approaches

We compared our approach to MMR [3] and a global
optimization framework using integer linear programming
(referred as “ILP” in the rest of this paper) recently proposed
in [5]. The setups of both MMR and ILP approaches were the
same as the baseline systems introduced in [25].

In addition to non-graph-based approaches, we also com-
pared our method to the recursive graph-based ranking al-
gorithm using PageRank. The importance of sentences was
estimated in an iterative way using Equation 12, where the
value for d was set at 0.85 as in [20][6]. Iteration stopped
when the relative difference from the successive iteration fell
below 0.01%. As introduced in [6], the graph in this algorithm
can be represented as: (a) an undirected graph where a vertex’s
parents and children are both those vertices connected to
it (PageRank-U); (b) a directed weighted graph with the
orientation of edges set from sentence to sentences that follow
in the text (PageRank-F); or (c) a directed weighted graph with
edges oriented from a sentence to previous sentences in the
text (PageRank-B).

D. Results and discussion

Results using the cosine similarity graph are shown in Table
I for human transcripts and in Table II for ASR outputs.
Results with graphs built on ROUGE scores are illustrated
in Table III and Table IV for human transcripts and ASR
outputs, respectively. All the results are presented as ROUGE-
1 F-measure scores under different word compression ratios
ranging from 13% to 17%. In each table, results on both the
development (dev.) set and test set of all methods are shown.
There are 4 categories of methods: MMR, ILP, PageRank and
submodular selection. A number is bold if it beats the results
of all the methods in the other three categories under the same
word compression rate. The best result under the same word
compression rate is marked with a “*”.

As we can see, for all tables, all the bold and starred num-
bers appear in the rows for submodular selection, indicating
that our graph-based submodular selection outperforms MMR,
ILP and PageRank consistently in all cases.

Note that optimizing fcut performs poorly on the graph built
on human transcripts using cosine similarity (Table I). One



TABLE I
ROUGE-1 F-MEASURE RESULTS (%) FOR DIFFERENT WORD

COMPRESSION RATIOS FOR HUMAN TRANSCRIPTS (REF) ON BOTH DEV.
SET AND TEST SET WITH GRAPHS BASED ON COSINE SIMILARITY.

REF.G-cosine.DEV. ROUGE-1 F-Measure (%)
Word comp. ratio 13% 14% 15% 16% 17%

MMR 66.28 66.81 67.06 66.90 66.64
ILP 66.46 67.20 67.98 68.30 67.82

PageRank-U 49.54 49.84 50.10 50.20 50.17
PageRank-F 61.41 61.93 62.12 62.15 61.80
PageRank-B 63.01 63.71 64.36 64.21 64.40

Submodular-ffacility 66.71 67.11 68.03 67.92 67.74
Submodular-fcut 60.36 61.45 61.89 62.39 62.57

Submodular-fworst 69.02* 69.29* 69.42* 69.24* 68.50*
Submodular-fpenalty 66.70 67.26 67.00 66.73 66.34
REF.G-cosine.TEST ROUGE-1 F-Measure (%)

Word comp. ratio 13% 14% 15% 16% 17%
MMR 64.67 65.69 66.23 66.69 66.70
ILP 66.11 67.08 67.84 68.35 68.82

PageRank-U 51.90 52.90 53.41 53.49 53.56
PageRank-F 60.86 61.50 62.19 62.41 62.37
PageRank-B 63.15 63.89 64.50 64.93 64.83

Submodular-ffacility 66.06 66.99 67.31 67.62 67.46
Submodular-fcut 60.95 62.17 63.11 63.62 63.91

Submodular-fworst 67.89* 68.57* 69.14* 69.23* 69.01*
Submodular-fpenalty 67.45 67.89 68.30 68.35 67.97

reason is that this graph is quite noisy. Meeting summarization
is particularly challenging due to the presence of disfluencies.
In the human transcripts, disfluencies are precisely transcribed
where filler words (such as “so”, “yeah”, “uh”) and partial
words are frequently used. This has an impact on the quality
of the semantic graph, e.g., two totally semantically irrelevant
sentences will still have a (small) nonzero similarity score if
they both begin with the filler word “so”. Consequently, one
vertex may be weakly connected to many other semantically
unrelated vertices, and the fcut function leads to this noise
being accumulated to the point of becoming significant. This
explains why in Table I we see fcut (summation of summation)
performing poor, ffacility (summation of maximums) perform-
ing better, and fworst (no summation) performing the best.
On the other hand, with ASR outputs (Table II), filler and
partial words can be “removed” or miss-recognized by the
ASR engine’s imperfect output, which tends not to produce
a consistent low-level similarity between many sentences.
Therefore, Table II’s results are less affected by such noise.

With the ROUGE-1 graph construction method, words with
low TF-IDF scores were removed prior to the actual compu-
tation of the similarity scores. The resulting graph is sparse
and less noisy. As we can see in Table III and Table IV, all
graph-based methods including PageRank perform better on
both human transcripts and ASR outputs. Nevertheless, given
the same semantic graph, submodular selection outperforms
the recursive graph-based ranking algorithm, demonstrating
the power of submodularity.

VI. CONCLUSION AND FUTURE WORK

Graph-based submodular selection is a simple and effective
approach for extractive summarization. Experiments on ICSI
meeting summarization tasks show that our approach is quite

TABLE II
ROUGE-1 F-MEASURE RESULTS (%) FOR DIFFERENT WORD

COMPRESSION RATIOS FOR ASR OUTPUTS (ASR) ON BOTH DEV. SET AND
TEST SET WITH GRAPHS BASED ON COSINE SIMILARITY.

ASR.G-cosine.DEV. ROUGE-1 F-Measure (%)
Word comp. ratio 13% 14% 15% 16% 17%

MMR 62.59 63.60 64.32 64.80 65.03
ILP 62.59 63.99 65.04 65.45 65.44

PageRank-U 54.56 54.60 54.50 54.41 54.41
PageRank-F 62.21 62.21 62.22 61.97 61.57
PageRank-B 63.83 64.19 64.23 63.94 63.45

Submodular-ffacility 65.54 65.82 66.15 66.21 65.72
Submodular-fcut 63.33 64.00 64.15 64.29 63.89

Submodular-fworst 65.78 65.91 66.10 65.99 65.40
Submodular-fpenalty 66.71* 66.81* 66.71* 66.60* 65.90*
ASR.G-cosine.TEST ROUGE-1 F-Measure (%)

Word comp. ratio 13% 14% 15% 16% 17%
MMR 61.29 62.35 63.36 63.91 64.22
ILP 62.18 63.30 64.51 65.31 65.27

PageRank-U 56.01 56.17 56.35 56.38 56.33
PageRank-F 61.23 61.78 62.03 62.01 61.70
PageRank-B 61.96 62.50 62.94 62.93 62.88

Submodular-ffacility 64.74 65.35 65.65 65.86 65.43
Submodular-fcut 63.04 63.72 64.25 64.29 64.05

Submodular-fworst 64.25 64.93 65.06 64.81 64.48
Submodular-fpenalty 66.17* 66.60* 66.76* 66.61* 66.08*

TABLE III
ROUGE-1 F-MEASURE RESULTS (%) FOR DIFFERENT WORD

COMPRESSION RATIO FOR HUMAN TRANSCRIPTS (REF) ON BOTH DEV.
SET AND TEST SET WITH ROUGE SCORE BASED GRAPHS.

REF.G-ROUGE.DEV. ROUGE-1 F-Measure (%)
Word comp. ratio 13% 14% 15% 16% 17%

MMR 66.28 66.81 67.06 66.90 66.64
ILP 66.46 67.20 67.98 68.30 67.82

PageRank-U 68.69 69.24 69.24 69.12 68.92
PageRank-F 65.43 66.37 66.69 66.67 66.58
PageRank-B 69.00 69.27 69.63 69.30 68.85

Submodular-ffacility 68.53 69.16 69.29 69.32 68.83
Submodular-fcut 69.21* 69.82* 69.82* 70.16* 69.89*

Submodular-fworst 68.62 69.07 69.32 69.58 68.97
Submodular-fpenalty 68.75 69.17 69.01 69.02 68.97

REF.G-ROUGE.TEST ROUGE-1 F-Measure (%)
Word comp. ratio 13% 14% 15% 16% 17%

MMR 64.67 65.69 66.23 66.69 66.70
ILP 66.11 67.08 67.84 68.35 68.82

PageRank-U 67.98 69.15 69.69 69.73 69.59
PageRank-F 66.37 67.29 67.81 67.99 68.21
PageRank-B 67.30 68.02 68.40 68.73 68.50

Submodular-ffacility 67.53 68.65 69.03 69.31 68.87
Submodular-fcut 68.00 69.04 69.94 70.27 70.16

Submodular-fworst 67.75 68.82 69.20 69.60 69.61
Submodular-fpenalty 69.08* 69.65* 70.07* 70.50* 70.48*

promising. Note that it is possible to further boost our perfor-
mance by building a better graph using richer features (e.g.
lexical, structural and discourse features as used in [30][31]).
Also, although proposed for meeting summarization, our ap-
proach is applicable to general extractive text summarization
tasks. We plan to explore such possibilities in future work.
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TABLE IV
ROUGE-1 F-MEASURE RESULTS (%) FOR DIFFERENT WORD

COMPRESSION RATIO FOR ASR OUTPUTS (ASR) ON BOTH DEV. SET AND
TEST SET WITH ROUGE SCORE BASED GRAPHS.

ASR.G-ROUGE.DEV. ROUGE-1 F-Measure (%)
Word comp. ratio 13% 14% 15% 16% 17%

MMR 62.59 63.60 64.32 64.80 65.03
ILP 62.59 63.99 65.04 65.45 65.44

PageRank-U 64.51 65.16 65.20 65.36 64.98
PageRank-F 63.36 64.13 64.42 64.33 64.15
PageRank-B 65.03 65.43 65.76 65.78 65.43

Submodular-ffacility 64.84 65.51 65.72 65.52 65.07
Submodular-fcut 65.85 66.13* 66.04* 66.02* 65.64*

Submodular-fworst 64.42 65.08 65.47 65.39 65.07
Submodular-fpenalty 65.94* 65.96 65.94 65.82 65.48

ASR.G-ROUGE.TEST ROUGE-1 F-Measure (%)
Word comp. ratio 13% 14% 15% 16% 17%

MMR 61.29 62.35 63.36 63.91 64.22
ILP 62.18 63.30 64.51 65.31 65.27

PageRank-U 64.11 64.95 65.49 65.55 65.45
PageRank-F 63.08 63.82 64.54 64.68 64.61
PageRank-B 64.77 65.49 65.62 65.96 65.56

Submodular-ffacility 64.35 65.46 65.98 65.90 65.73
Submodular-fcut 64.97 65.69 66.38 66.59 66.52

Submodular-fworst 64.15 65.23 65.88 66.02 65.80
Submodular-fpenalty 65.53* 66.51* 66.96* 67.05* 67.19*
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APPENDIX

Theorem 3. ∀i, gi(S) = maxj∈S wi,j is submodular and non-
decreasing.

Proof: For k ∈ V \ S,

gi(S ∪ k)− gi(S) = max
{

0, wi,k −max
j∈S

wi,j

}
≥ 0 (14)

so gi(S) is non-decreasing. Also, for R ⊆ S, we have

gi(S ∪ k)− gi(S) ≤ gi(R ∪ k)− gi(R) (15)

using the above, indicating that gi(S) is submodular.

Theorem 4. fpenalty is submodular.

Proof: Since
∑

i∈V \S
∑

j∈S wi,j is submodular and λ is
non-negative, we only need to show the penalty term g(S) =
−
∑

i,j∈S:i 6=j wi,j is submodular. For k ∈ V \ S, we have

ρk(S) = g(S∪{k})−g(S) = −

 ∑
i∈S\{k}

wi,k +
∑

j∈S\{k}

wk,j


Since weights wi,j are non-negative, ρk(S) ≤ ρk(R) for R ⊆
S.
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